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Edge shear layer collapse causes edge cooling and aggravates radiative effects. This

paper details on the microscopic dynamics of the emergence of power (Q) scaling of

density limit from the shear layer collapse transport bifurcation scenario. The anal-

ysis is based on a novel 4-field model which evolves turbulence energy, zonal flow en-

ergy, temperature gradient and density, including the neoclassical screening of zonal

flow response. Bifurcation analysis yields power scaling of critical density for shear

layer collapse as ncrit ∼ Q1/3. The favorable Q scaling of the density limit emerges

from the fact that the shear layer strength increases with Q, thus preventing shear

layer collapse. This in turn reduces particle transport and improves particle confine-

ment. RMP induced ambient stochastic fields degrade the shear layer by inducing

decoherence in the Reynolds stress. As a result the particle transport increases and

particle confinement degrades. This leads to the emergence of unfavorable stochas-

tic field intensity (b2st) scaling of the critical density as ncrit ∼ (1 + b2st)
−5/3 . All

fields, including zonal flow shear, exhibit hysteresis when the power (Q) is ramped

cyclically across the bifurcation point. The hysteresis is due to dynamical delay in bi-

furcation on account of critical slowing down. Thus, the dynamical hysteresis here is

fundamentally different from the hysteresis associated with the existence of bi-stable

states.
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I. INTRODUCTION

As this paper - “Zonal shear layer collapse and the power scaling of the density limit” -

is intended for a special issue on the L-H transition, a few words of special introduction are

needed. The discovery of L-H transition is indeed remarkable in that it opened a passage

to good confinement[1–8]. It thereby saved magnetic confinement from wandering in the

wasteland of L mode confinement. But the L-H transition brought us much more. The

L-H transition introduced the ideas of transport barriers and bifurcations -i.e., the notion

of stable “phases” or “states” of transport and the transitions between them. The possible

changes of transport states include back transitions. The L-H transition also highlighted the

role of flow profile[9] (i.e., ExB shear, etc.) in confinement, and stimulated thinking about

dynamical feedback loops, predator - prey cycles, zonal flows, etc[10, 11]. More generally,

contemplation of the L-H transition led us to consider the consequences of marked transport

reduction. It made us aware of the need for transport regulation, not merely transport

elimination.

For some time now, the existence of three phases or states of the edge plasma in toka-

maks has been evident. These states are the L-mode, the H-mode, and the Density Limit

state[12]. The last is a phase of stronger turbulence and degraded confinement, relative to

that of L-mode[13–16]. As the Density Limit (DL) state is identified by a critical value of

(line averaged) density, it is natural to think of the evolution from L-mode to DL as a kind

of confinement or state transition or bifurcation, involving the edge turbulence and trans-

port. Of course, the enhanced heat and particle transport of the DL state can lead to edge

cooling, followed by multifaceted asymmetric radiation from the edge (MARFEs)[17] and

MHD activity (i.e.„ island growth, disruption etc.)[18–20]. Indeed, these are the phenom-

ena conventionally associated with the DL[17–20]. However, boundary transport evolution

-i.e., turbulence growth, transport increase - is a necessary precursor, so as to cool the edge

and degrade particle confinement. Recent experiments have indicated that degradation and

collapse of the universally present L-mode shear layer[21] is the mechanism for edge con-

finement degradation leading to the density limit[15, 16, 22, 23]. Shear layer collapse is



3

signalled by a decrease in LRC(Long Range Correlation)[22] and a drop in the fluctuation

driven Reynolds power as n → nG[15, 16]. These two are accompanied by an increase in

edge particle and heat flux and a strong increase in turbulence spreading (i.e., the flux of

fluctuation energy)[16]. The spreading is quasi-coherent, symptomatic of localized over-

turning events[24]. Analysis indicates that at the transition from L→LD, fluctuation energy

is channeled from the shear layer to spreading. Note then, that the L→DL evolution has

the requisite symptoms of a shear layer and confinement back transition, i.e.,

• the edge shear layer decays,

• fluctuations and transport grow,

• mesoscopic events increase.

Thus, it is rational to exploit the tools developed in the study of L→H to L→DL back

transition. This explains the presence of this paper in the Special Issue.

One essential element of any transition or back transition scenario is that of a key pa-

rameter. Another is the threshold, together with its parametric dependencies. In the case of

L→DL evolution, the adiabaticity parameter α = k2
‖v

2
the/ων has long been thought to be key

parameter. The onset of DL phenomena is associated with the passage of α > 1(adiabatic)

to α < 1 (hydrodynamic) regimes. This evolution has been suggested as due to a possible

change in turbulence type and to reduction in zonal shear production[25]. Several basic

simulations[26–30] confirm this trend of finding waves and zonal flows for α > 1, and 2D

turbulence for α < 1. The connection between a decrease in α and the onset of DL has been

noted in specific experiments[15, 16] and in database studies[31]. Interestingly, a recent

experiment exploiting externally induced bias indicated that α tends to ’follow’ the evolu-

tion of ExB shear[32]. Thus, α may turn out to be a “key parameter” but not a “control

parameter”.

Regarding thresholds, of course density (specifically line averaged density n) is one thresh-

old for the onset of DL phenomenology. The threshold density is commonly referred to as the

Greenwald density[13, 33], and has long been known to scale with plasma current. Several



4

earlier[34–38] and recent[39] scaling studies have also suggested a power scaling as intrin-

sic to density limits. This power dependence emerges in high density plasma with strong

auxiliary heating. Given that DL phenomenology indicates the prominent role of radiation

driven phenomena[13], a scaling with power is indeed no surprise[40, 41]. However, power

scaling can also enter via shear flow drive, as in the approach to the L-H transition, and so

is an essential component of the shear layer collapse scenario.

In this paper, we study the connection between shear layer evolution and the L→DL

threshold. Special focus is devoted to power dependence and its underlying microphysics.

We identify elements of the dynamics which may be exploited to test the essentials of the

theory in a way which is more rigorous than mere scaling studies are. The Kim-Diamond

model[42] of L-H transition is extended to describe the evolution of turbulence intensity,

zonal flow intensity, edge density and edge ion temperature gradient. The model evolves

four quantities - named above - and is studied for L-mode parameters. Anticipating interest

in high density regimes, we assume Te = Ti. The mean field model is applicable to any

system for electrostatic turbulence, but here we focus on the relevant case of ITG modes.

Power scaling of the zonal shear layer collapse is studied by first performing a power ramp-

up, followed by a density ramp-up. As density increases, the zonal flow energy decays to

zero, consistent with the expectation of shear layer collapse. Note that zonal flow damping is

density dependent, via collisionality. Repeating this study for a range of power reveals that

the critical density for zonal flow collapse increases with power, suggesting a power (heat

flux) scaling of the density limit. Results indicate that the scaling is ncrit ∼ Q1/3. As in

previous models, current scaling of ncrit enters via the effect of the neoclassical dielectric[43,

44] on zonal shear evolution[45]. In addition, we show that an ambient stochastic magnetic

field[46, 47] acts to lower the density limit by inducing dephasing of the Reynolds stress[48]

which drives the zonal shear. This makes for a testable prediction of the effects of RMP on

density limits. Analytical studies are used to illuminate the findings from numerical solution

of the model.

Given the prominence of hysteresis phenomena in the L-H transition[49–53], it is natural

to consider the possibility of hysteresis effects in L→DL evolution. Indeed, we will show that
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all fields including zonal shear exhibit hysteresis due to critical slowing down at the L→DL

back transition point. Note that hysteresis here is not due to bistability, as thought for the

L-H transition. A detailed study of the L→DL transition dynamics is presented. Taken

together, this study gives a clear, microphysical theory of the power scaling of shear layer

collapse and the L-mode density limit. We also identify critical slowing down and edge heat

flux hysteresis as a signature of the underlying mechanism. These studies are thus a novel

and significant application of the physics learned during the study of the L-H transition.

The remainder of the paper is organized as follows. Section(II) discusses how shear

layer collapse aggravates radiation effects. Section(III) presents a model of edge zonal flow

collapse. In Section(IV), results from numerical studies are presented. Both scalings and

hysteresis are examined. In Section(V), we show that delayed bifurcation, due to critical

slowing down, is the origin of hysteresis. Section(VI) gives a Discussion and Conclusion.

Aspects of the bifurcation dynamics are discussed in the Appendix(A).

II. HOW SHEAR LAYER COLLAPSE AGGRAVATES RADIATIVE EFFECTS

Beyond a critical density, the edge shear collapses. As a result, the turbulence level

increases. This in turn increases the local edge particle diffusivity D and heat diffusivity

χ. D and χ necessarily increase upon collapse of zonal flows. As a result, the edge density

and edge temperature decrease, for fixed sources. These reductions are a consequence of a

transport bifurcation - i.e., a ’back transition’ from a state where the shear layer coexists with

turbulence, to one with no shear layer. The power loss rate due to impurity radiation is given

by L =
∑

Z nenZLZ(Te), where nZ is impurity density and Lz(Te) cooling rate of impurity

species Z, which is a function of electron temperature Te. Reduction of edge temperature

Tedge results in an increase in the power loss due to impurity radiation from low Z impurities

(e.g. carbon). Hence, zonal flow collapse can lead to edge cooling by a sequence of shear

layer collapse→ increased edge transport→ edge cooling→ onset of radiative condensation

and/or radiation - induced island growth. Note that, in this scenario, the radiative cooling

is secondary to the transport bifurcation. Further increase of edge density by increasing the
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Figure 1. Schematic showing sequence of events triggered by zonal flow shear collapse leading to
disruption. Enhanced transport due to zonal flow collapse can aggravate excitation of MARFE or
radiation driven islands due to enhanced edge cooling, which can lead to disruption of discharge.

particle source S by intense neutral gas fueling at the edge (at fixed heating power) will

cause edge cooling. Sufficiently strong cooling may trigger a MARFE[17] and or a radiation

driven magnetic island[18–20], which can ultimately lead to disruption. Thus, a transport

bifurcation -i.e., edge shear layer collapse may trigger undesired macroscopic phenomena in

the discharge, as shown in figure(1). Higher power increases the strength of the shear layer,

thus preventing the shear layer collapse. This in turn can inhibit or delay the progression

of sequence of events leading to radiative density limit disruption. Thus, input power can

have significant effect on the density limit. We present a model for study of power scaling

of the density limit in the following section.
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III. A MODEL FOR STUDY OF EDGE ZONAL FLOW COLLAPSE

We present a 0D model evolving turbulence energy E , zonal flow energy Ez, mean tem-

perature gradient ∇T , and mean density n. This minimal 4-field model is a modification of

the SD21[45, 54] model which is an extension of the KD03 model of Kim and Diamond[42].

Here, the pressure equation is replaced by a temperature gradient evolution equation and

an equation for the evolution of local edge density. The model is exceedingly simple. The

goal here is to demonstrate zonal shear collapse scalings, explore hysteresis, including noise

effects (incoherent zonal mode emission) in a clear, physically motivated way. In the follow-

ing, ~q refers to the wave vector for the “wavy” (or turbulent) mode and ~k = kxx̂ refers to the

wave vector of the zonal flow. The normalized turbulence kinetic energy E = q2
yρ

2
sIq/q

2
yρ

2
sρ
?2

evolves as:

∂E
∂t

=
a1γ(N , T )E
(1 + a3V2)︸ ︷︷ ︸

(1)

− a2E2︸︷︷︸
(2)

− a4EzE
(1 + b2V2)︸ ︷︷ ︸

(3)

(1)

Here t is the time normalized by the gyro-Bohm diffusion time i.e., t ≡ tDGB/a
2, where

DGB = ciρiρ
? is the gyro-Bohm diffusivity and a is the minor radius. The first term on the

right hand side represents linear growth of turbulence driven by the temperature gradient

T = −a∇T/To and the density gradient N = −a∇n/no, via an instability with growth

rate γ(N , T ). The growth rate coefficient is normalized to a1 ≡ a1a/ciρ
?2 and the nonlinear

damping rate coefficient is normalized as a2 ≡ a2a/ciρ
?2. The nonlinear damping (or eddy

damping) results from the triplet correlation 〈φkφpφq〉 as a consequence of the momentum

conserving triad interaction in the turbulent kinetic energy equation[45, 54]. The factor
1

1+a3V2 represents growth rate reduction by mean flow shear V . The second term represents

nonlinear damping of turbulence and the third term represents local damping of turbulence

due to scattering of turbulence in kx-space by mean square zonal flow shear[11]. This is

a consequence of reduction in radial correlation length by mean shear. The evolution of
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normalized zonal flow kinetic energy Ez = v2
z = k2

xρ
2
sIk/k

2
xρ

2
sρ
?2 is governed by

∂Ez
∂t

=
b1EEz

(1 + b2V2)︸ ︷︷ ︸
(1)

− b3n̂Ez︸ ︷︷ ︸
(2)

+ b4E2︸︷︷︸
(3)

(2)

The first term on the right hand side represents modulational growth of zonal flow by

Reynolds stress, where b1 = 2(k2
xρ

2
s/ερ

?2)
(∑

q Θk,−q,qcs/a
)
and Θ is triad interaction time,

in dimensional form. ε is neoclassical polarization which scales quadratically with plasma

current (Ip) i.e., ε ∼ I2
p [45]. Physically, this term represents Reynolds power. A positive

Reynolds power results from the negtive turbulent viscosity induced by symmetry breaking

by eddy tilting by a seed ExB shear[11]. The factor 1
1+b2V2 represents inhibition of modula-

tional growth of zonal flow by mean flow shear[42]. This inhibition is due to the weakening

of the response of drift wave spectrum to a seed zonal flow. This occurs thru the enhanced

decorrelation of drift wave propagation by a mean shear flow. Note that the same sup-

pression factor appears in the damping, due to diffusion induced by zonal flow shear, i.e.,

a4 = b1. This guarantees conservation of total energy of turbulence and zonal flow. The

second term is the linear damping of zonal flow due to collisional drag which is proportional

to local density n. The third term, proportional to the square of the turbulence energy,

represents the zonal noise with b4 = (4/ε2ρ?2)
∑

q q
2
xρ

2
sq

2
yρ

2
sΘ(cs/a). This is a unique feature

of this extension of the KD03 model. The temperature gradient T evolves according to:

∂T
∂t

= − c1
ET

(1 + c2V2)︸ ︷︷ ︸
(1)

− c3T︸︷︷︸
(2)

+ Q︸︷︷︸
(3)

(3)

where the first term on the right hand side represents local damping by turbulent dif-

fusion. The normalized turbulent damping coefficients are c1 = (a/L)2 (χT/DGB) and

c3 = (a/L)2 (χnc/DGB), where χT and χnc are turbulent and neoclassical heat diffusivi-

ties and DGB is gyro-Bohm diffusivity. The factor 1
1+c2V2 accounts for transport suppression

due to (transport) cross-phase reduction by the mean flow shear[55–57]. The second term

represents neoclassical transport of heat. The third term Q is a normalized source func-



9

tion gradient that represents input external power, Q = a2∇ST/T0ciρ
?2. Here ST is the

actual temperature (i.e., heat) source function. The normalized density n̂ = n/n0 evolution

equation is

∂n̂

∂t
= − d1

E n̂
(1 + d2V2)︸ ︷︷ ︸

(1)

− d3n̂︸︷︷︸
(2)

+ S︸︷︷︸
(3)

, (4)

where the first term on the right hand side represents local damping by turbulent dif-

fusion. The normalized turbulent damping coefficients are d1 = (a/L)2 (DT/DGB) and

d3 = (a/L)2 (Dnc/DGB), where DT and Dnc are turbulent and neoclassical particle diffusivi-

ties and DGB is gyro-Bohm diffusivity. The factor 1
1+d2V2 accounts for transport suppression

due to (transport) cross-phase reduction by the mean flow shear[55, 56]. The second term

represents neoclassical transport of density. The third term S is the normalized particle

source function that represents input external source, S = aSn/n0ciρ
?2. Here Sn is the

dimensional particle source function. The meaning of different terms in the model equa-

tions(1), (2), (3) and (4) are summarized in table(I). Finally, the normalized mean flow

shear V ≡ V ′Ea/ρ
?ci is related to the temperature gradient T , the density gradient N and

the local density n through the diamagnetic part of radial force balance

V ≡ V ′Ea

ρ?vthi
= − 1

n̂
N
(

1

n̂
N +

1

T̂
T
)
. (5)

Here couplings to mean poloidal and toroidal flows are ignored for simplicity. T̂ = T/T0 is

normalized local temperature. Note that this model is an outgrowth of, and yet different

from, the KD03 model, in the sense that it considers the effect of zonal noise, and also

includes the effect of mean E × B induced suppression of turbulence growth, and modu-

lational zonal growth and transport cross-phase reduction. Density gradient N and local

temperature T̂ are not evolved. Notice the neoclassical polarization dependence of the

modulational growth parameter (b1 ∼ ε−1 ∼ I2
p ), the zonal noise parameter (b4 ∼ ε−2 ∼ I4

p ),

and the density dependence of γ, zonal flow damping rate b3, and the mean E×B flow shear

V . These features make this model suitable for the study of the scalings of zonal collapse.
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The model yield power and current scalings of the density limit for shear layer collapse.

Sensitivity of the scalings to the type of turbulence can be studied by adopting different

expressions for γ. Here, we assume that the turbulence is dominated by the toroidal ion

temperature gradient (ITG) driven modes.

Terms→
Equations
↓ (1) (2) (3)

Turbulence
energy E-eqn

Linear growth with
reduction factor 1

1+a3V2 due
to mean ExB shear. Non-linear damping.

Local damping due to
scattering of turbulence in
kx-space by mean square
zonal flow shear with
inhibition in forward
transfer by mean ExB
shear. a4 = b1 ∼ I2

p

Zonal flow
energy Ez-eqn

Symmetry breaking by
eddy tilting by seed ExB
shear induces a turbulent
negative viscosity effect,
which excites zonal flow by
modulational instabilty.
Inhibition of modulational
growth by mean shear
(captured by factor 1

1+b2V2 )
reflects as reduction in local
damping of turbulence due
to forward scattering in
kx-space. b1 ∼ I2

p

Collisional damping of
zonal flow ∼ n.

Zonal noise due to
incoherent mode coupling .
b4 ∼ I4

p

Temperature
gradient
T -eqn

Turbulent heat transport
with reduction factor

1
1+c2V2 due to cross phase
reduction due to mean ExB
shear. Neoclassical heat transport.

Input heat source.
(Control parameter)

Density
n̂-eqn

Turbulent particle
transport with reduction
factor 1

1+d2V2 due to cross
phase reduction due to
mean ExB shear.

Neoclassical particle
transport.

Particle source.
(Control parameter)

Table I. Meaning of different terms in model equations(1), (2), (3) and (4).
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IV. RESULTS FROM NUMERICAL EXPERIMENTS OF THE MODEL:

SCALINGS AND HYSTERESIS

A. Power scaling of shear layer collapse and density limit

The model equations(1), (2), (3), (4) and (5) are integrated numerically. The results are

described in this section. Figure(2) shows the temporal evolution of the turbulence energy

E , zonal flow energy Ez, normalized temperature gradient T and normalized density n̂ in

a sequence of a ramp of input power Q followed by a ramp of the particle source S. The

input power is ramped up and kept steady at a level well below the L-H threshold power

so as to study zonal flow dynamics in the L mode. The temporal evolution of E , Ez and

T of the 4-field system (zonal noise parameter b4 = 0) during the power ramp up phase

is qualitatively similar to that of the KD03 model[42]. Different stages of evolution of the

system in time are described as follows:

• As the input power Q ramped up from zero, the mean temperature gradient T steepens

and excites turbulence by linear instability.

• Upon further heating, turbulence continues to grow and excites zonal flows when the

input power exceeds a threshold set by the turbulence level and flow damping. When

the turbulent drive becomes strong enough to overcome flow damping, it generates

zonal flows by Reynolds stress. The turbulence energy overshoots dramatically before

the growth of the zonal flow. Turbulence and zonal flows then form a self-regulating

system, since the shearing by zonal flows damps the turbulence. Zonal flows and

turbulence compete, and oscillatory behavior emerges.

• A gradual increase of both the turbulence energy and the zonal flow energy occurs while

continuing the heating ramp after the first appearance of zonal flow. This is due to the

reduction in the zonal flow growth by the mean shear flow, which in turn strengthens

the growth of turbulence. The behavior of the turbulence envelope after zonal flow

excitation is given by the stationary solution of equation(2) i.,e E = b3n̂ (1 + b2V2) /b1,
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which increases as the pressure gradient increases with Q. The increase of saturated

turbulence energy with Q is due to dephasing of Reynolds stress by the mean shear.

Reynolds stress dephasing by mean E ×B shear lowers the modulational growth rate

i.e., b1 → b1/ (1 + b2V2). This in turn saturates the turbulence energy at a higher level.

The envelope of the zonal flow is given by the stationary solution of the equation(1)

i.e.,

Ez =
a2

a4

(
1 + b2V2

) [a1

a2

γ

(1 + b2V2)
− b3

b1

n̂
(
1 + b2V2

)]
. (6)

Clearly, the steady state zonal flow energy is affected not only by the density but also by

the input power which determines the mean E ×B shear. At low power, mean E ×B

shear is weak such that a1
a2
γ >> b3

b1
n̂ (1 + b2V2)

2, and the zonal flow energy increases

with input power. Power and density compete to set the level of zonal flow energy.

Hence a power scaling of the density limit exists.

• To study the power scaling of the density limit set by zonal shear collapse, the following

strategy is adopted. First, the particle source is kept steady and the power is ramped

up until a desired level of zonal flow is achieved. The power is then held steady and

after a time lag, the particle source is ramped up. As the plasma density rises, the

zonal flow energy begins to decrease due to enhanced collisional damping. As a result,

the turbulence energy increases with the source ramp up. At large enough density

the zonal flow energy drops to zero (i.e., Ez = 0) and the turbulence energy becomes

steady at the value

E =
a1

a2

γ

(1 + b2V2)
(7)



13

0 200 400 600 800
0

0.5

1

1.5

2

2.5

3 Turb. Energy

Zonal Flow Energy

Temp. gradient/5

Density

Q/10

S

Figure 2. Time evolution of turbulence energy, zonal flow energy, density and temperature gradient
in a successive power and density ramp. Parameters: a1 = 1, a2 = 0.2, a3 = 0.7, a4 = 0.7,
b1 = 1.5, b2 = 0.7, b3 = 1, b4 = 0, c1 = 2, c2 = 0.5, d1 = 1, d2 = 0.5,

√
β = 0.05, S(t) =

1.1 + 0.03(t− 400)Θ(t− 400), Q(t) = 0.03tΘ(100− t) + 3Θ(t− 100). See description in the text.

The numerical experiment just described is then repeated for higher powers. The zonal flow

and turbulence energy evolution for different powers are shown in Figure(3). The source

ramp is the same for all cases. The zonal flow level increases with input power. It can be seen

that at higher power, it takes a longer time for the zonal flow to damp -i.e., the density must

ramp up further. This means that the critical density for the zonal flow collapse increases

with input power. Notice that in the zonal flow collapse regime, the saturated turbulence

energy also increases with power at a rate larger then that in the finite zonal flow regime.

This is because of channeling of input power to the zonal flows via turbulence in the latter.
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Figure 3. (a): Zonal flow energy damping with particle source S ramp up at different powers Q.
The zonal flow damping time increases with the input power. Clearly, the critical density for the
zonal flow collapse increases with the input power. (b): Turbulence energy evolution in successive
Q and S ramp. Other parameters same as in figure(2). Diagonal arrow means ramp up and right
arrow means steady.
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The critical densities obtained from the numerical initial value experiment and the static

bifurcation analysis (for increasing power) are plotted in figure(4). It can be seen that both

initial value analysis and a static bifurcation analysis yield a critical density which scales

with the power as ncrit ∼ Q1/3. However, the absolute value of the ncrit obtained from

the initial value analysis is larger that than the ncrit obtained from the static bifurcation

analysis. This is due to dynamical delay in bifurcation caused by “critical slowing down”

effect at the static bifurcation point. Finally, Zanca’s fit[41] using a radiative power balance

model is shown for comparison. Our model based on zonal shear collapse paradigm yields a

somewhat milder power scaling than the radiative power balance model i.e., Q1/3 vs Q4/9.

3 4 5 6 7 8
2.5

3

3.5

4

4.5

5

5.5

Figure 4. Power scaling of the critical density for zonal flow collapse for the toroidal ITG case.
Initial value analysis yields higher critical density for zonal flow collapse due to critical slowing
down at static bifurcation point. The critical density in the initial value analysis correspond to the
zonal flow energy level Ez = 10−5.
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1. Understanding power scaling of the critical density

The linear growth rate of toroidal ITG turbulence, in dimensional form, is

γ = f

√
R

LT
−
(
R

LT

)
crit

(8)

where f =
|kyρ2s|

1+k2⊥ρ
2
s

(
2 Ti
Te

)1/2
cs
R
and

(
R
LT

)
crit

= R
Ln
ηth = R

Ln

(
2
3
− 1

2τi

)
+ 1

8τi

(
R
Ln

)2

+2
(

1
4τi

+ 10
9τi

)
is the critical temperature gradient scale length. This expression for the growth rate results

from a local interchange type model of ITG turbulence in the strong ballooning limit, as-

suming adiabatic electrons and ignoring the parallel ion dynamics[58, 59]. Note that, this

simplified expression of the linear growth rate does not capture the most accurate form of

ky dependence obtained from the gyrokinetic calculations[60]. However, this does not mat-

ter for the power scaling of the density limit. In fact, it is the nature of the temperature

gradient dependence of the linear growth rate that decides the power scaling of the den-

sity limit for shear layer collapse. This is because of channelling of applied power to the

zonal flows via the turbulence. The numerical results were obtained assuming a threshold(
R
LT

)
crit

= R
Ln
ηth = 0.5 R

Ln
, for simplicity. From the zonal flow energy envelope equation(6),

and ignoring the mean E ×B shear feedback effect, the zonal flow collapse criterion can be

obtained as

γd
b1

>
a1γ

a2

where γd = b3n̂ is zonal flow damping rate, b1 is modulational growth rate, γ is linear

turbulence growth rate and a2 is non-linear damping rate. Assuming the critical temperature

gradient
(
R
LT

)
crit

= 0 for simplicity,

(
γd
b1

)2

>

(
a1f

a2

)2
R

LT
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Using the power balance, and ignoring the neoclassical heat flux i.e, −χdT
dx

= Q

(
γd
b1

)2

>

(
a1f

a2

)2
RQ

χT

Here χ is turbulent heat diffusivity which scales linearly with turbulence energy χ = χ0E . For

the relevant case of saturation by zonal flows, the turbulence energy is given by E = γd/b1.

Hence we obtain the zonal flow collapse criterion:

(
γd
b1

)3

>

(
a1f

a2

)2
RQ

χ0T

Finally, recall that the collisional zonal flow damping γd ∼ n and the modulational growth

coefficient b1 ∼ I2
p . This yields a critical density ncrit for zonal flow collapse, which scales

with power and plasma current as:

ncrit ∼ I2
pQ

1/3 (9)

Thus the critical density increases with the input power. The zonal flow energy increases

with the input power. This, in turn, requires higher density for the zonal flow collapse.

This is the physical mechanism underlying the power dependence. This explains the Q

dependence of the critical density plotted in figure(4), obtained from numerical initial value

analysis. How does turbulence energy scale with power after the zonal flow collapse? From

equation(7) and (8), ignoring the mean shear feedback, one can get

E2 =

(
a1f

a2

)2
R

LT
(10)

Again, using the power balance and ignoring the neoclassical heat flux i.e., −χdT
dx

= Q

E2 =

(
a1f

a2

)2
RQ

χT
(11)
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Noting that the turbulent heat diffusivity which scales with E as χ = χ0E , the above equation

becomes

E =

(
a1f

a2

)2/3(
RQ

χ0T

)1/3

(12)

i.e., after the zonal shear collapse the turbulence intensity scales with power as

E ∼ Q1/3 (13)

Thus turbulence energy in the zonal flow collapsed state increases with the input power, as

seen in figure(3).

B. Scaling with Stochastic fields

Resonant magnetic perturbation, applied to mitigate edge localized modes, makes the

resultant 3D magnetic field stochastic[46]. The stochasticity results when the magnetic

islands localized at the resonant surfaces overlap. Here we study the effect of ambient

stochastic fields on zonal flow dynamics. For this purpose, we extend the model described in

section(III) according to the results obtained in Ref[48]. The modifications in the model due

to the stochastic fields appear through the linear growth rate of turbulence, modulational

growth rate of zonal flow, heat and particle fluxes. Again, the modifications are simple

but physics guided, which facilitate study zonal flow collapse dynamics in the presence of

ambient stochastic fields. The linear growth rate factor is modified as γ → γ/(1 + b2
st). Here

b2
st = q

∣∣ δBr

B

∣∣2 /√βρ2
?ε is normalized magnetic fluctuation intensity. q is safety factor, β is

plasma beta defined as the ratio of plasma kinetic pressure to magnetic pressure, ε is aspect

ratio and δBr is a radial magnetic field perturbation. This is in accordance with recent theory

and simulations that stochastic fields reduce the linear growth rate of turbulence[48, 61, 62].

The modulational growth coefficient of the zonal flow is modified as b1 → b1/(1 + b2
st).

This is in accordance with the fact that the stochastic fields decrease the Reynolds stress by

dephasing it. The turbulent heat and diffusivity coefficients are modified c1 → c1/(1+b2
st

√
β)
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and d1 → d1/(1 + b2
st

√
β) respectively. This modification accounts for the decoherence of

the turbulent heat and particle fluxes by the ambient stochastic magnetic fields. Notice

that here it is smaller by amount
√
β (i.e., b2

st → b2
st

√
β) due to the fact that acoustic wave

scattering is what causes decoherence[48].

The extended model with the stochastic field effects is integrated numerically. The results

are discussed in the following. The zonal flow and turbulence energy evolutions at different

stochastic field intensities are plotted in figure(5), for fixed power and a source ramp. The

threshold power for zonal flow excitation increases with the stochastic field amplitude. The

zonal flow energy decreases and turbulence energy increases upon increasing the stochastic

field intensity in the steady power and source region. The behavior of the turbulence envelope

after zonal flow excitation is given by E = b3n̂ (1 + b2V2) (1 + b2
st)/b1. The envelope of the

zonal flow is given by

Ez =
a2

a4

(
1 + b2V2

) [a1

a2

γ

(1 + b2V2)
− b3

b1

n̂
(
1 + b2V2

)
(1 + b2

st)
2

]
. (14)

Upon source ramp up, the zonal flow energy decreases and turbulence energy increases. No-

tice that the time for zonal flow decay decreases with increasing stochastic field intensity.

This means that the critical source (and hence the critical density) for zonal flow collapse

decreases with the stochastic field intensity. After zonal flow collapse, the saturated turbu-

lence energy decreases with stochastic field amplitude. In the zonal flow collapsed state (i.e.,

Ez = 0), the turbulence saturates by the balance of linear growth and nonlinear damping.

Here the envelope level of turbulence energy is given

E =
a1

a2

γ

(1 + b2
st)(1 + b2V2)

(15)

. Decrease of the turbulence energy by stochastic fields after the zonal flow collapse is due

to a reduction in linear growth by stochastic fields.
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Figure 5. Zonal flow energy (a) and turbulence energy (b) evolution in a successive ramp of
input power Q and particle source S for different values of the normalized stochastic field intensity
b2st = q

(
δBr
B

)2
/
√
βρ2

?ε. Power is ramped up to Q = 4.8. Notice that the zonal flow collapse is
accelerated by the stochastic fields. Diagonal arrow means ramp up and right arrow means steady.
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Figure(6) shows that critical density for zonal shear collapse decreases with the stochastic

magnetic field amplitude. The critical density scales with the stochastic magnetic field as

ncrit ∼ (1 + b2
st)
−5/3. This is a testable prediction which calls for a density limit experiment

with RMPs in L mode.

0 0.2 0.4 0.6 0.8 1
0.5

1

1.5

2

2.5

3

3.5

Figure 6. Stochastic field intensity b2st = q
(
δBr
B

)2
/
√
βρ2

?ε scaling of the critical density for zonal
flow collapse, obtained from static bifurcation analysis.

1. Understanding the stochastic field scaling of the critical density

From the zonal flow energy envelope equation(14), and ignoring the mean E × B shear

effect, the zonal flow collapse criterion can be obtained as

γd
b1

(1 + b2
st)

2 >
a1γ

a2

(16)
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where γd = b3n̂ is zonal flow damping rate, b1 is modulational growth rate, γ is linear

turbulence growth rate and a2 is non-linear damping rate. Assuming the critical temperature

gradient
(
R
LT

)
crit

= 0 for simplicity,

(
γd
b1

)2

(1 + b2
st)

4 >

(
a1f

a2

)2
R

LT
(17)

Using the power balance, and ignoring the neoclassical heat flux i.e., −χdT
dx

= Q

(
γd
b1

)2

(1 + b2
st)

4 >

(
a1f

a2

)2
RQ

χT
(18)

Here χ is turbulent heat diffusivity which scales linearly with turbulence energy χ = χ0E/(1+

b2
st

√
β). For the relevant case of saturation by zonal flows the turbulence energy is given by

E = γd(1 + b2
st)/b1. Hence we obtain the zonal flow collapse criterion

(
γd
b1

)3

(1 + b2
st)

5 >

(
a1f

a2

)2
RQ

χ0T
(1 + b2

st

√
β) (19)

Finally, recall that γd ∼ n and b1 ∼ I2
p , so this yields a critical density ncrit for zonal flow

collapse, which scales with power and plasma current and stochastic field intensity as

ncrit ∼ I2
pQ

1/3 (1 + b2
st

√
β)1/3

(1 + b2
st)

5/3
(20)

Thus, the critical density for the zonal flow collapse decreases with the increasing stochas-

tic magnetic field intensity. Stochastic fields erode the zonal flow shear by dephasing the

Reynolds stress. As a result the critical density for zonal flow collapse is reduced. The

particle transport increases and particle confinement degrades. Ambient stochastic fields

accelerate the shear layer collapse when density is increased. This explains the scaling trend

of ncrit with α shown in figure(6). How does turbulence energy scale with stochastic field

intensity after the zonal flow collapse? From equation(15) and (8), ignoring the mean shear

feedback, one can get

E2 =

(
a1f

a2

)2 R
LT

(1 + b2
st)

2
(21)
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Using the power balance, and ignoring the neoclassical heat flux,

E2 =

(
a1f

a2

)2 RQ
χT

(1 + b2
st)

2
(22)

Noting that the turbulent heat diffusivity scales with E and b2
st as χ = χ0E/(1 + b2

st

√
β), the

above equation becomes

E =

(
a1f

a2

)2/3

(
RQ
χ0T

)1/3

(1 + b2
st

√
β)1/3

(1 + b2
st)

2/3
(23)

i.e., after the zonal shear collapse the turbulence intensity scales with stochastic field as

E ∼ 1

(1 + b2
st)

2/3
. (24)

Notice the reversal of trend of turbulence energy with respect to the stochastic field intensity

after the zonal flow collapse. Before the zonal flow collapse, the turbulence energy scales as

E ∼ (1+b2
st) i.e., turbulence energy increases with increasing α. This is because of reduction

of zonal flow energy due to dephasing of the Reynolds stress by the stochastic magnetic

fields. Whereas, after the zonal flow collapse the turbulence energy scales as E ∼ (1+b2
st)
−2/3

i.e., turbulence energy decreases with increasing α. This is because of linear growth rate

reduction by stochastic magnetic field i.e., γ → γ/(1 + b2
st). This explains the turbulence

energy behavior with respect to the stochastic field intensity shown in figure(5).

C. Hysteresis with cyclic power Q ramp

Above numerical and theoretical analysis convinced that shear layer bifurcation physics

is the key to emergence of power scaling of the density limit. Hysteresis is a dynamical

manifestation of bifurcation phenomenon when the control parameter is varied across a

bifurcation point. For example, L-H hysteresis appears when input power is ramped back

and forth across the L-H power threshold (i.e., the bifurcation point). The system jumps

from one stable state(L-mode) to another stable state (H-mode) in a Hopf bifurcation. So
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hysteresis is symptomatic of a transport bifurcation process. One wonders whether the

transport bifurcation leading to zonal shear collapse is hysteretic? To address this question

another set of numerical experiments are performed with a cyclic source S function. The

results are described in detailed in Appendix(A). The results show that the hysteresis with a

cyclic S is drastically reduced by the zonal noise. Hence, hysteresis with cyclic S may not be

observed in experiments. Also, ramping S cyclically may be more challenging than ramping

Q in experiments. Realizing that the zonal flow hysteresis in S ramp may not be observable

in a realistic situation with zonal noise, the possibility of hysteresis is investigated for the

case of a cyclic power Q ramp. The results without the zonal noise are plotted in figure(7).

The left panel of figure(7) shows the time evolution of turbulence energy, zonal flow energy,

temperature gradient, and the density when the input power Q is ramped periodically, while

the particle source S remains fixed. The range of variation of Q is such that it remains well

below the L-H power threshold. The following are the striking features of this plot: both

turbulence and zonal flow energies increase with increasing Q, and decrease with decreasing

Q . However, the temporal structure of any field is not symmetric about the time when the Q

is maximum in a triangular heat pulse, e.g., for a triangular Q pulse duration t = [200, 400],

the system has broken t-symmetry about the time t = 300. This implies that all fields are

hysteretic in Q. The right panel of figure(7) shows hysteresis of turbulence and zonal flow

energies plotted in time interval t = [200, 400]. Notice that zonal flow appears at powers

higher than the static bifurcation point. The static bifurcation point is the cross-over point

where the two bifurcation curves exchange their stability. This delay in the forward and

the backward bifurcation leads to appearance of zonal flow hysteresis. It should be clear

that there is only one stable fixed point at any Q, given by equations(A1) and (A2). So the

hysteresis observed here is not due to static bistability, but due to dynamic delay caused by

critical slowing down at the bifurcation point.
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Figure 7. (a): Evolution of turbulence energy, zonal flow energy, temperature gradient and density
under the action of a cyclic ramp of input power Q. (b): Zonal collapse hysteresis in a cyclic power
ramp. Hysteresis plots made within the time interval t = [200, 400]. The black dotted curve is
static bifurcation curve for turbulence energy without zonal flow, the black dashed curve is that
with zonal flow. The blue dashed dotted curve is the static bifurcation curve for zonal flow energy.
The arrows indicate the causal flow of the system.

1. Effect of ramp speed Q̇ on bifurcation delay

Passage through the bifurcation point (Qth) exhibits a delay that depends on the rate of

change of the input power Q̇. This is shown on the left panel of figure(8). We arbitrarily

defined the delay as Qj −Qth, where Qj is the value of Q when Ez = 0.02. The right panel

of figure(8) represents this delay as a function of the rate of change Q̇. We note two distinct

regimes. For low values of Q̇, the delay seems independent of the rate of change. For higher

values of Q̇, the delay follows a power law with the exponent 0.6871.
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Figure 8. (a): Bifurcation transitions at different ramp rates Q̇. (b): Bifurcation delay vs. ramp
speed. The delay is constant in the limit Q̇→ 0 and follows a power law Q̇0.69 at finite ramp speeds.
Bifurcation delay is defined as the deviation Qj−Qth, where Qth is the steady state threshold power,
and Qj is the value of Q when Ez = 0.02.

2. Hysteresis reduction by zonal noise in cyclic power Q ramp

The effect of zonal noise (b4 6= 0) on hysteresis loop in a cyclic power ramp is investigated.

The results are plotted in figure(9). It can be seen that the degree of hysteresis is reduced

with increasing noise parameter. Hysteresis is reduced in all the fields. Notice that the

overshoots at the zonal flow excitation are reduced with increasing zonal noise. The zonal

noise triggers early transition to the stable branch. As a result, the degree of hysteresis is

reduced. However the effect of zonal noise on hysteresis reduction in the Q ramp is much

less than that for in S ramp. The reason for this is explained later in section(V). This means

that the zonal flow hysteresis is more likely to be observed in experiments in a Q ramp than

in a S ramp.
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Figure 9. Zonal collapse hysteresis study with a cyclic power Q ramp. Hysteresis plots made within
the time interval t = [200, 400]. Clearly, noise reduces the degree of hysteresis.
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V. DELAYED BIFURCATION IS THE ORIGIN OF HYSTERESIS

The stability spectra show that the zero zonal flow state is unstable below the bifurcation

point. Yet, the system spends significant time in the unstable state before jumping to the

finite zonal flow stable state during the S ramp down? This delayed bifurcation leads to

manifestation of hysteresis. So the important question to ask is what is the origin of delayed

bifurcation? To understand this, we assume that S and Q are ramped adiabatically so that

n̂(t) =
S(t)

d1(t)E + d3

(25)

T (t) =
Q(t)

c1(t)E + c3

(26)

This reduces the 4 field model effectively to a 2-field model consisting of E and Ez with time

dependent parameters,

∂E
∂t

= a1γ(t)E − a2E2 − a4(t)EzE (27)

∂Ez
∂t

= b1(t)EEz − b3n̂(t)Ez + b4E2 (28)

where the mean E × B shear feedback effects are absorbed in the time parametrized co-

efficients γ(t) ≡ γ(t)/(1 + b2V2(t)), a4(t) ≡ a4/(1 + b2V2(t)), b1(t) ≡ b1/(1 + b2V2(t)),

c1(t) ≡ c1/(1 + b2V2(t)) and d1(t) ≡ d1/(1 + b2V2(t)). Recall that, without the zonal noise

i.e., b4 = 0, the critical points are given by

 E = b3n̂/b1

Ez = a2
a4

[
a1γ
a2
− b3

b1
n̂
]
 (29)

and  E = a1γ
a2

Ez = 0

 . (30)
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Around the bifurcation point (both in Q and S), the evolution can be linearized

∂E
∂t

= −a1γ(t)E − a4(t)
a1γ(t)

a2

Ez (31)

∂Ez
∂t

=

(
b1(t)

a1γ(t)

a2

− b3n̂(t)

)
Ez (32)

where now n(t) and γ(t) should be obtained from the coupled nonlinear equations

n̂(t) =
S(t)

d1(t)a1γ(t)
a2

+ d3

(33)

T (t) =
Q(t)

c1(t)a1γ(t)
a2

+ c3

(34)

Once n(t) and T (t) are known in terms of S(t) and Q(t), time-dependent parameters b1(t)

and a4(t) follows directly from mean shear expression given by the radial force balance i.e.,

equation(5). Turbulence and zonal flow evolutions are described by equations (31) and (32)

as long as the solutions (E(t), Ez(t)) remain close to the fixed point(30). After a sufficiently

long time, the linearization is no longer valid and the solution leaves the neighborhood of

the fixed point(30) and diverges exponentially, thus making a transition to the finite zonal

flow fixed point(29). After the transition, the equations(31) and (32) no longer describe the

dynamics correctly. Assuming that all the time dependent coefficients are known, integration

of equation(32) yields

Ez(t) = Ez(0) exp

[∫ t

t0

dt′
(
b1(t′)

a1γ(t′)

a2

− b3n̂(t′)

)]
(35)

and the integration of equation(31) yields

E(t) = E(0)e−a1
∫ t dt′γ(t′) −

∫ t

t0

dt′′a4(t′′)
a1γ(t′′)

a2

Ez(t′′)e−a1
∫ t
t′′ dt

′γ(t′) (36)
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Equation(35) shows that zonal flow energy begins to diverge when the integral
∫ t
t0
dt′
(
b1(t′)a1γ(t′)

a2
− b3n̂(t′)

)
changes sign. This means that the dynamical bifurcation occurs at the control parameters

S(t?) and Q(t?) at time t? at which the integral
∫ t?
t0
dt′
(
b1(t′)a1γ(t′)

a2
− b3n̂(t′)

)
= 0. The

dynamical bifurcation point can differ significantly from the static bifurcation point S(t̄)

and Q(t̄) at time t̄ at which b1(t̄)a1γ(t̄)
a2
− b3n̂(t̄) = 0. For example, for constant b1 and γ

and linearly varying n̂ i.e., n̂(t) = n̂0 + εt, it is straightforward to see that t? = 2t̄. Thus,

bifurcation delay due to time dependent control parameter is at the origin of the hysteresis

seen when the control parameter is swept across the static bifurcation point. Equation(36)

show that turbulence energy evolution is slaved by zonal flow near the bifurcation point.

Turbulence energy rolls down as the zonal flow energy begins to grow.

Next we analyze the effect of zonal noise on dynamical bifurcation. Linearization of the

turbulence energy equation(27) and zonal flow equation(28) with b4 6= 0 yields E and Ez

evolution equations with bi-directional coupling with time-dependent coefficients, which

is not easy to solve analytically. Hence to make conceptual progress, let us focus on the

evolution of the zonal flow and assume that turbulence is in quasi-steady state given by

E = a1
a2
γ(t)− a4(t)

a2
Ez. Substituting this in the zonal flow equation(28) yields

∂Ez
∂t

= Ez
((

b1(t)− 2b4
a4(t)

a2

)
a1

a2

γ(t)− b3n̂(t)− a4(t)

a2

(
b1(t)− b4

a4(t)

a2

)
Ez
)

+ b4

(
a1

a2

γ(t)

)2

(37)

This equation is clearly in a normal form for transcritical bifurcation with a source term

which exist only when b4 6= 0. As long as the system stays close to the zero zonal flow state,

∂Ez
∂t

=

((
b1(t)− 2b4

a4(t)

a2

)
a1

a2

γ(t)− b3n̂(t)

)
Ez + b4

(
a1

a2

γ(t)

)2

(38)

The above equation reduces to equation(32) without the zonal noise i.e., when b4 = 0. The

equation(38) can be integrated to yield

Ez(t) = Ez(0) exp

[∫ t

t0

dt′
((

b1(t′)− 2b4
a4(t′)

a2

)
a1γ(t′)

a2

− b3n̂(t′)

)]
+

∫ t

t0

dt′′b4

(
a1

a2

γ(t′′)

)2

exp

[∫ t

t′′
dt′
((

b1(t′)− 2b4
a4(t′)

a2

)
a1γ(t′)

a2

− b3n̂(t′)

)]
(39)
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Figure 10. (a): Comparing equations(35) and (39) for initial value of zonal flow Ez(t0 = 1300) =

10−5. The chosen initial time t0 = 1300 is the time when the particle source S begins to ramp
down in figure(11). (b): Comparing equations(35) and (39) for initial value of zonal flow Ez(t0 =

200) = 10−5. The chosen initial time t0 = 200 is the time when the heat source Q begins to ramp
up in figure(7)

Comparing equations(35) and (39) show that source term b4

(
a1
a2
γ(t)

)2

due to zonal noise

causes faster growth of zonal flow, than for the case without noise. This is shown in fig-

ure(10). Thus, zonal noise knocks the system off the zero zonal flow state and the degree of

hysteresis is reduced. The figure also shows that the noise effect is much more drastic for

the S ramp case than for the Q ramp case. This is a consequence of trade off between zonal

flow damping rate and linear growth rate of turbulence. Notice that S ramp has stronger

effect on density variation than Q ramp. Whereas Q ramp has stronger effect on the linear

growth rate variation than the S ramp. Below the zonal flow excitation threshold, n ∼ S

during S ramp down whereas γ ∼ Q1/3 during Q ramp up. As a result, noise effect appears

much more amplified in a S ramp than in a Q ramp(see the second term of equation(39)).

This explains why the noise kicks the system off the zero zonal flow state much more quickly

for the S ramp case than for the Q ramp case. As a result, for the same noise parameter,

the hysteresis area is much more severely reduced in the S ramp case than in the Q ramp

case.

In this section, we showed that delayed bifurcation is at the origin of hysteresis. The delay
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in the bifurcation is due to critical slowing down at a bifurcation point. The slowing down

is due to the fact that the real part of the characteristic eigenvalue tends to vanish near the

bifurcation point. As a result the relaxation time increases in the vicinity of the bifurcation

point and diverges to infinity at the bifurcation point. Thus, the dynamical bifurcation

occurs beyond the static bifurcation point on sweeping the control parameter. The zonal

noise knocks the system off the zero zonal flow state much more quickly for the S ramp

case than for the Q ramp case. Consequently, the degree of hysteresis is much more severely

reduced in the S ramp case than in the Q ramp case. Hence, zonal collapse hysteresis may

not be observed in a S-ramp experiment. Rather, experiments should focus on the zonal flow

collapse hysteresis detection in Q ramp. Though the discussion here is focused on zonal flow

collapse bifurcation, the critical slowing down is an universal phenomenon. One wonders

what might be the effect of critical slowing down induced bifurcation delay on hysteresis

linked with bistability, such as the familiar L-H transition hysteresis? It is not hard to

imagine that the bifurcation delay due to the unavoidable critical slowing effect will cause

“swelling” of the hysteresis loop. As a result, the area of the dynamical L-H hysteresis loop

should be larger than the static L-H hysteresis loop.

VI. DISCUSSION AND CONCLUSIONS

Several experiments[34–38], including a recent JET experiment[39], have reported a power

(Q) scaling of the L mode density limit ncrit ∼ Q0.25−0.56. This in contradiction to the power-

independent, pure Greenwald density limit[13, 33]. While any radiative collapse density is

obviously Q dependent[41, 63], several experiments now indicate that radiative cooling is

secondary to transport bifurcation -in particular a back transition or collapse of the edge

shear layer[15]. Hence, a transport based theory is needed to provide deeper insight into

the density limit phenomenology. Recent theories[25, 45] linked onset of density limit phe-

nomenology to zonal shear layer collapse. Such a collapse will result in enhanced edge

cooling, which can trigger radiative phenomena. Neoclassical zonal flow screening is iden-

tified as the key to emergence of the plasma current (Ip) scaling of the density limit[45].
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But the issue of emergence of power scaling of density limit from the microscopic transport

physics remained unaddressed. To this end, in this paper, zonal shear collapse is studied

within the framework of a physics based simple 0D model. The model evolves turbulence en-

ergy, zonal flow energy, temperature gradient and local density in time. The model includes

the neoclassical screening of zonal flow response and stochastic magnetic field effects. Note

that magnetic fusion devices often have stochastic magnetic fields in the edge region due to

overlapping of magnetic islands localized at the resonant surfaces. The magnetic islands can

appear due to breaking of nested toroidal flux surfaces either due to an externally applied

resonant magnetic perturbation[46] or due to pressure gradient induced magnetic pertur-

bations in high beta equilibrium[64]. Hence the model yields power, as well as stochastic

magnetic field scalings of the density limit. The results are obtained for ITG turbulence but

the structure is general- applicable to any turbulence model. The main results are:

1. Analytical static bifurcation analysis, ignoring the mean shear feedback, shows that

the critical density ncrit for zonal shear collapse scales with plasma current Ip, input

power Q and the normalized stochastic field amplitude b2
st(= q

(
δBr

B

)2
/
√
βρ2

?ε) as

ncrit ∼
I2
pQ

1/3

(1 + b2
st)

5/3

Numerical initial value study of zonal shear collapse in a particle source ramp up

yields power and stochastic field scalings of critical density consistent with the above

theoretical estimate. However, the absolute value of ncrit obtained in source ramp

up is higher that ncrit obtained from the static bifurcation analysis. This is because

of critical slowing down at the static bifurcation point. The favorable Q scaling of

the density limit emerges from the fact that the shear layer strength increases with

Q, thus preventing shear layer collapse. This in turn reduces particle transport and

improves particle confinement. Unfavorable b2
st scaling emerges from the fact that

the stochastic fields erode the shear layer[47] by dephasing the Reynolds stress[48].

As a result the particle transport increases and particle confinement degrades. Thus,
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ambient stochastic fields accelerate shear layer collapse when density is increased. The

favorable current scaling emerges from the fact that the shear layer strength increases

with the reduction of neoclassical zonal flow screening on increasing the plasma current

Ip. However, the current scaling here is stronger than Greenwald scaling.

2. All fields (Turbulence energy, zonal flow energy, temperature gradient and density)

exhibit hysteresis in Q, upon cyclic power ramps across the bifurcation point. The

hysteresis is due to delayed bifurcation due to critical slowing down. This is fundamen-

tally different from static hysteresis, often associated with bi-stability. The delayed

bifurcation manifests as metastability due to a small but finite life time of the zero

zonal flow state below the bifurcation point. The bifurcation delay spectra in the power

ramp speed Q̇ exhibits two distinct regimes. The delay in bifurcation is independent

of Q̇ at small Q̇ and follows a power law Q̇0.7 at higher Q̇ values.

3. All fields also exhibit hysteresis in a cyclic source S ramp. This is again due to

the reasons as explained in the above item 2. The bifurcation delay spectra in the

source ramp speed Ṡ also exhibits two distinct regimes. The delay in bifurcation is

independent of Ṡ at small Ṡ and follows a power law Ṡ1 at higher Ṡ values.

4. The zonal noise (incoherent zonal flow emissions) has a dramatic effect on the hysteresis

of all fields in the S-ramp. Even weak zonal noise (much weaker than the phase

coherent emission) can kick the system out of the metastable state so quickly that

hysteresis disappears. Hence experimental detection of zonal shear collapse hysteresis

in S is likely to be very difficult. On the other hand, the zonal noise reduces the degree

of hysteresis in the Q-ramp much less dramatically than in the S-ramp. Hence, the

hysteresis should be more easily observed in Q ramp than in S ramp. Reduction of

zonal flow damping (γd ∼ n ∼ S) during S ramp down is stronger than than linear

growth rate (γ ∼ Q1/3) increase during Q ramp up. As a result the effect of zonal

noise appears much more amplified in a S ramp than in a Q ramp (see equation(39)

and figure(10)).
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One might wonder that many theoretical studies in the past have demonstrated Q depen-

dence of the density limit. Then what is new here? Well, all previous theoretical studies

demonstrating power dependence of the density limit were all based on the radiative col-

lapse paradigm. It is not at all surprising to get a power dependence from radiative models

because increasing the power decreases the radiation. This simplistic macroscopic power

balance approach does not address the detailed microscopic dynamics responsible for trig-

gering of cooling events and the subsequent emergence of density limit phenomenology. We

presented the first microscopic transport physics based model of the emergence of power

scaling of the density limit. This is based on the shear layer collapse paradigm. Transport

bifurcation accompanied by shear layer collapse reduces temperature. This then causes lo-

cal edge cooling, which can enhance radiation thus triggering a radiative cooling event, e.g.,

radiative condensation or MARFEs. Increasing the power increases the shear layer strength.

The enhanced turbulence deccorelation by zonal shear reduces the outward particle flux. As

a result the particle confinement improves, thus increasing the density limit.

All the analysis presented in this paper is valid strictly for the L (low confinement) mode

density limit. The H (high confinement) mode density limit is also expected to exhibit a

power dependence. While the L mode density limit is connected with the zonal shear layer

collapse, the H mode density limit is related to mean ExB shear collapse. The zero zonal

flow state can be thought as the density limit (DL) state. The H mode density limit is linked

to the back transition of the system from the H mode to the L mode. Note that zonal flows

are absent in H mode. In this case mean ExB shear layer collapse tracks the H→L back

transition. Mean shear layer strength also increases with the input power. Hence, the H

mode density limit should also exhibit a power scaling, as shown in Refs[65, 66]. However, H

mode density limit power scaling need not necessarily be same as the L mode density limit

power scaling. It was observed on both machines JET and ASDEX that detachment, as

well as the X-point MARFE itself, does not trigger a transition in the confinement regime

and thus does not present a limit on the plasma density. The understanding of mean shear

collapse at high density is still elusive. Heuristic arguments based on MHD ballooning

stability of SOL[67, 68] fail to provide an understanding of mean ExB shear collapse at high
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density. Recently, collisional broadening of SOL has been proposed as a mechanism of SOL

shear layer collapse, which can induce an H→L back transition[69]. The physics of mean

shear ExB shear collapse at high density and possible power scaling of H mode density limit

will be subjects of future research.

Zonal flows regulate turbulence before the transition to the H mode. They trigger the

transition by lowering the power threshold, relative to the case when zonal flows are absent.

Thus, zonal flows accelerate the L→H transition for fixed power ramp and disappear after

the transition. L→DL transition is also marked by disappearance of zonal flows i.e., zonal

flow shear collapse. Here, the zonal shear collapse is induced when the zonal flow damping

exceeds the drive during the source ramp up. During the L→DL back transition, the zonal

flow energy is depleted and the internal energy of fluctuations increases. In contrast, the

zonal flow energy depletion during the L→H transition is accompanied by depletion of

turbulence energy. This is because of steep rise in the mean ExB shear which kills the

turbulence.

Like L→H transition the L→DL (or finite zonal flow to zero zonal flow) transition in

also hysteretic. The hysteresis is symptomatic of a transport bifurcation process. However

the origin of L-DL hysteresis is fundamentally different from the L-H hysteresis. The L-

H hysteresis is due to the transition between the two stable states, L and H. In the case

of L-H hysteresis, dynamical effects (i.e, finite rate Q̇) increases the area of the hysteresis

loop compared to the static bifurcation hysteresis loop. The L-DL hysteresis is solely due

to the delay in bifurcation transition between the static stable and unstable states when

the power is swept across the static bifurcation point. Delay in bifurcation manifests as

dynamic metastability of the unstable zero zonal flow state below the static bifurcation

point. Experimental observation of L-H hysteresis confirms that the L→H transition is a

transport bifurcation process. Thus hysteresis can be used as probe to study transport

bifurcation. Similarly experimental detection of L-DL hysteresis would confirm that the

L→DL (DL→L) transition is a manifestation of transport bifurcation process primarily

associated with zonal shear layer death (birth).

Finally, our conclusions are also valid for the density limit phenomenology in stellarators.
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This follows from the fact that the model developed here links density limit to the edge

shear layer, which is present in all known devices. The edge shear layer is controlled by the

zonal flow screening response, collisional damping and input power. A recent experiment on

TJ-II stellarator[70] shows edge cooling, decline in strored energy and long range correlations

(LRC) at densities close to the density limit. This is qualitatively consistent with our analysis

and conclusions. It is also shown that the critical density for LRC collapse increases with

increasing NBI power. This is again qualitatively consistent with our conclusions. This

is simply because the zonal flow strength increases with input power, which prevents the

shear layer collapse. This in turn improves particle confinement and increases the density

limit. Notice that our model yields power scaling of ∼ Q1/3, which is slightly weaker than

the Sudo’s empirical scaling of ∼ Q1/2[71]. While this is encouraging, a power scan of LRC

collapse density is desirable to make a direct comparison of power scaling with our model

results.
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Appendix A: Zonal shear collapse hysteresis with cyclic source S ramp

The results without the zonal noise are plotted in figure(11). Left panel of figure(11)

shows the time evolution of turbulence energy, zonal flow energy, temperature gradient,

density when the particle source is ramped periodically. Following are the striking features

of this plot:

• Turbulence, zonal flow energy, temperature gradient and density - all has broken time

- symmetry with respect to the maximum of the source function. This means all fields

exhibit hysteresis.
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• Zonal flow decay in the S ramp up phase is much slower than the zonal flow growth

in the S ramp down phase.

Right panel of figure(11) show hysteresis plot of zonal flow and turbulence energy in S with

the static bifurcation curves (in red dashed and dashed-dotted) superposed. The two static

bifurcation curves correspond to the roots



E = b3n̂ (1 + b2V2) /b1

Ez = a2
a4

(1 + b2V2)
[
a1
a2

γ
(1+b2V2)

− b3
b1
n̂ (1 + b2V2)

]
T = Q

c1
E

1+c2V2 +c3

n̂ = S
d1

E
1+d2V2 +d3


(A1)

and 

E = a1
a2

γ
1+a3V2

Ez = 0

T = Q

c1
E

1+c2V2 +c3

n̂ = S
d1

E
1+d2V2 +d3


. (A2)

Clearly, the hysteresis appears due to delayed jumping of the solution between these two

steady states. This is evident from the hysteresis plot shown on right panel of figure(11)

where the static bifurcation curves are superposed for clarity. The stability of the fixed

points are analyzed next.
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Figure 11. (a): Temporal evolution of the system under the action of a cyclic particle source S
ramp. (b): Zonal flow and turbulence hysteresis in S. Hysteresis plots made within the time
interval t = [1000, 1600].

a. Stability spectra of the fixed points in a source S ramp

The stability of the fixed points are determined by the eigenvalues of the Jacobian at the

fixed points. The S- spectra of the eigenvalues of the Jacobian of the system of equations(1),

(2), (3), (4) and (5) are calculated. The left panel of Figure(12) show eigenvalues of the finite

zonal flow branch given by equation(A1). The right panel of Figure(12) show eigenvalues

of the zero zonal flow branch corresponding to equation(A2). All the real parts of the

eigenvalues of the finite zonal flow branch are negative. Clearly, the finite zonal flow branch

is stable. On the other hand the zero zonal flow branch has at least one eigenvalue with

positive real part. This means that the zero zonal flow branch is unstable or metastable.

Notice that the imaginary parts of the eigenvalues of the stable branch are larger, and spans

over a wider range in S, than those for the unstable branch. This explains why the system

is more oscillatory in the beginning of the S ramp up phase than that in the S ramp down

phase. The cross-over point (S = 9.6) of the stable and the unstable branch is the static

bifurcation point where the two branches exchange their stability.
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Figure 12. (a): Real part of the eigenvalues of the stable branch (corresponding to the lower
turbulence energy and finite zonal flow energy branch). (b): Imaginary part of the eigenvalues of
the stable branch. (c): Real part of the eigenvalues of the unstable branch (corresponding to the
higher turbulence energy and zero zonal flow energy branch). (d): Imaginary part of the eigenvalues
of the unstable branch. The state with finite zonal flow and low turbulence is stable while the state
with zero zonal flow and high turbulence is unstable. Cross-over of these two states in S space yields
the bifurcation point. This is generic of transcritical bifurcation where two fixed point branches
exchange stability at the bifurcation point. Zero zonal flow state is unstable below the bifurcation
point and stable above it. While the finite zonal flow state is stable below the bifurcation point
and unstable above it.

b. Effect of source ramp speed Ṡ on bifurcation delay

Passage through the steady state bifurcation point (Scrit) exhibits a delay that depends

on the rate of change of the particle source Ṡ . This is shown on the left panel of figure(13).
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We arbitrarily defined the delay as Sj − Scrit, where Sj is the value of S when Ez = 10−5.

The right panel of figure(13) represents this delay as a function of the rate of change Ṡ. We

note two distinct regimes. For low values of Ṡ, the delay seems independent of the rate of

change. For higher values of Ṡ, the delay follows a power law with the exponent 0.98.
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Figure 13. (a): Bifurcation transitions at different ramp speeds Ṡ. (b): Bifurcation delay vs. ramp
speed. The delay is constant in the limit Ṡ → 0 and follows a power law Ṡ0.98 at finite ramp speeds.
Bifurcation delay is defined as the deviation Sj−Scrit, where Scrit is the steady state critical particle
source, and Sj is the value of S when Ez = 10−5.

c. Hysteresis reduction by zonal noise in cyclic source S ramp

Next, we investigated the effect of zonal noise (b4 6= 0) on hysteresis loop in a cyclic source

ramp. The results are plotted in figure(14). It can be seen that the hysteresis is drastically

reduced, even by a very weak zonal noise of the order of b4 = 10−8, 10−7. Hysteresis is

reduced in all the fields. The overshoots at the time of zonal flow excitation are also reduced

drastically. With noise, the system closely follows the stable branch during S ramp up.

However, it is quickly knocked off the unstable branch during the S ramp down phase.

In other words a small zonal noise triggers an early transition to the stable branch. This

is explained further later in section(V). As a result the degree of hysteresis is drastically

reduced. For higher values of zonal noise parameter, comparable to modulational growth

parameter in magnitude, the hysteresis disappears from all fields. The system simply retreats
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on to the same path. This happens because, at finite zonal noise, the static bifurcation point

is lost from the range of variation of S. Hence zonal flow hysteresis may not be easily observed

in S ramp.
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Figure 14. (a): Zonal flow energy hysteresis in S. (b): Turbulence energy hysteresis in S. (c): Zonal
flow energy hysteresis in n. (d): Density hysteresis in S. (e): Temperature gradient hysteresis in S.
(f): Turbulence energy and Zonal flow energy phase plane. Notice, drastic reduction in the degree
of hysteresis by noise. The figure insets show zoom in near the bifurcation point. Plots made within
the time interval t = [1000, 1600].
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